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Abstract

The present deliverablmtroduces the OneFIT Preof-Concept(PoC)Architecture which will bg
used as a basis for the validation platform development throughout the projéis PoC
Architecture proposal is validated by identifying the roles of the various components i
framework of the OneFIT Scenarios as derived and detailed & W applied methodolog
ensures that all required features are appropriately considered. Fumbes, the hardwarg
components available to the project are detailed which are the basis for the development
integrated validation platform. Their role is highlighted by an instantiation step which map
PoC Architecture components to the identdiehardware components. Finally, a scens
instantiation is derived which illustrates the role of the various hardware components fo
validation of selected OneFIT scenarios.
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Executive Summary

The objective of the present document is to

1.

Introduce a generic Proaff-Concept (PoC) Architecture to be used throughout the
validation activities of OneFIT;

Validate the PoC Architecture by identifying the roles of the various PoC Archiectu
components in the framework of all OneFIT Scenarios as derivi]; by

Outline key hardware components that are available to thejgxt for validation activities;

Instantiate the PoC Architecture components by identifying the suitable hardware
componerts that will be used in order to validate inherefunctionalities and features;

Instantiate selected OneFIT scenarios such that the assembly of hardware components is
clarified for each case.

The PoC Architecture derived in the framework of this docun®nbnsidered to be a key milestone

of the OneFIT validation activities. It will serve as a guideline for all further implementation activities
as well as a reference to identify the functionalities and features that will be fed from other technical
Working Packages of OneFIT into the validation work.

The instantiation of the PoC Architecture illustrates the roles of available hardware components and
thus prepares the setip of an integrated validation platform. This task is finally achieved for the
following selected suiset of OnFIT scenarios:

A

A
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technologies;

{OSY I NA2 H &h IOWERG d3/EAdSsniaéh ghist Mecess the operator
infrastructure due to the congestion of the available resmg at the serving access node;

y
(
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located devices whichdve common application interests;

{OSYFNA2 n GhLILR2NIdzyAaiAO GNI FFAO: UseddNB I G A

opportunistic networks to agggatetraffic in the radio access netwark

{ OSy I N®pportupistic dresource aggregation in the backhaul netrké YUse of
opportunistic networks to agggate backhaul bandwidth on acceside

Senarios3 and 4will be addressed in a later stage of the project.

With the present document, the development of the integrated probiconcept is suitably
prepared.The required interactionamongall partners involved in this activity are ensured by the
clear identification of roles of all available hardware components with respect to the PoC
Architecture and the selected OneFIT scenarios.

The validation of the Po@rchitecture furthermore clarifies required interactions with other
Working Packages of the project. Those results will indeed serve as a guideline in order to identify
and implement required interactionacross the projectn order to maximize the exphaition of
project results.
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1. Introduction

Figurel gives a higHevel overview on he scope of proebf-concept framework. As derived by
WP2, the following five key scenarios will be considered from a hardware/software implementation
perspective in WP5:

9 Scenario 1: Opportunistic coverage extension;
9 Scenario 2: Opportunistic capacity emxsion;

1 Scenario 3: Infrastructure supported opportunisticlaat networking;

9 Scenario 4: Opportunistic traffic aggregation in the radio access network;
9 Scenario 5: Opportunistic resource aggregation in the backhaul network.

GNU Radio/USRP WIMAX 3G/HSDPA Spectrum
Board Base Station femto-access Database Analyzer

Opportunistic > v By
Network #1 g \__——-)

Opportunistic
Network #2
Opportunistic
Nebyorksd Opportunistic
Network #4
cIMS HSDPA, HSUPA, EDGE, COTS terminal WiFi Mesh
— UMTS, GSM Modem platform Infrastructure

Figurel: Demonstration Activities @rview.

In order to achieve the upper higbvel proofof-concept objectives, the following steps are
executed in order to identify specific steps for each project partner:

1 A Proofof-Concept (PoC) Architecture is derivedtas further detailed in Chapte of this
document Please note that all key building blocks identified in WP2 are contained on both
the terminal and network sidevithin a respectively modified scopén particular, those
concern the following innovate/software components developed by the project:

0 CSCI: Th€ognitive management System for the Coordination of the Infrastructure
(CSCI) is responsible for the detection of situations where an ON is useful including
the ON suitability determination;

o CMON:TheCognitive Management system for the Opportunistic NetwW@WON) is
responsible for the creation, maintenance and termination of a given ON based on
the context and policy information provided by the CSCI;

0 CCM: TheConfiguration Control Modul§CCM) gecutes the reconfiguration
following indications from DSONPM;

OneFIT Deliverable D5.1
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o JRRM:The Joint Radio Resources Managemef@RRM) performs the joint
management of the radio resources across different radio access technologies;

o DSM: TheDynamic Spectrum Manageme(DSM) proides mid and longterm
management (e.g. in the order of hours and days) of the spectrum for the different
radio systems;

1 Following the derivation of thé0oC Architecture, a validation step is included. Here, the
roles of the PoC Architecture building bks are detailed for each of the OneFIT Scenarios.
This step ensures that all required functionalities are covered by the proposed PoC
Architecture.

1 Preparing the actual implementation, the HW/SW components available to the consortium
are summarized and corresponding instantiation of the PoC Architecture components is
given

1 Finally, an instantiation of the OneFIT Scenarios is performed by highlighting the
combination of HW/SW components provided by the consortium in order to showcase an
integrated P& environment.

With the upper steps being addressed, the Validation Platform Specification is finalized.
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2. Proof -of-Concept Architecture Derivation

The actual hardware implementation activities are prepared by the derivation of a-Bf@dncept
(PoC)Architecture. This derivation is building on results obtained in Working Package 2 (Business
aspects, requirements and technical challenges, evolution of functional and system architecture), in
particular the OneFIT system architecture proposal is expla@iselustrated byFigure2 [3].

Country-wide spectrum_database
Geo-location database
SS
Opportunistic network .~ (1]
Operator’s L4 S
Infrastructure DSM
4 Terminal h ( Relay Node (Terminal or AP) )
= ClIOk
| CSCI | CMON -TN
0
JRRM  hebmallcI
[ M HCJ [
i- CR R J CR
| |RAT1‘ |RATn| [raT1] [raT2] IRATn
| ]

VAT N N— : 9

Figure2: OneFIT System Architecture

Bulding the generic OneFIT system architecture, a PoC Architecture is straightforwardly derived by

1 Identifying key building block® be implemented for realizing the OneFIT scenarios as
introduced by Working Package 2 [2];

1 Placing the key building blocks of the generic OneFIT System Architecture into the relevant
PoC Architecture components;

1 Introducing suitable connections for sijling and data exchange.

The result of this exercise is illustratedrigure3. The validation of the PoC will be performed in the
subsequent chapter; in this context, the role of the various PoC Architecture building bldickse wi
detailed for each of the OneFIT Scenarios.

OneFIT Deliverable D5.1
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UserData | cams Transport Building
Flow Flow Techno Block
WiFiAP )

Ch - CSCI .

Infrastructure
Application

Femto AP \

. Infrastructure

(also mimicking

macro AP) \

f ON-enabled
Mobile Devices

‘ DSM, DSONPM

ON Manager

Figure3: OneFIT Proedf-Concept Architecture.
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3. Description of available H ardware and Software

In the sequel, an overview on the current status of hardware/software implemantadctivities is

given. This analysis contains corrective actions which have been implemented after synchronization
discussions with WP2, WP3 and WP4. In particular, the algorithmic and software component
development activities of those WPs are taken iatocount in order to maximize the synergies
across the project.

3.1 3G Modem Platform and 2G/3G Tracing Tools

The IMC Proebf-Concept and Validation platform provides access via High Speed USB2. The
.aancmcn LAEFGF2NY O2yarata 27

T XDh[ 5ucmc | { ] t! wdeardtld Kk 95D9 0

1 Platform software package comprising software infrastructure and cellular protocol stack
T { a! w@B based RF engine

1 Key modem features include

3GPP Release 6

2G: SAIC-EPRS class 12, GPRS class 12

WCDMA FDD, 384 kbps UL/DL PS WCDMA, 64klps CS WCDMA

HSDPA category 8, HSUPA category 6

GSM bands 850, 900, 1800, 1900

3G bands I, 11, V, VIII

O O O O o o

1 Some key parameters of the platform include
o [Saa GKFYy TtnnYYu t/ . I NBI
0 Approximately 110 components
0 Bestin class Talk and Standby Time
o0 137mAtalk, 3mA standby in 3G

A photo picture of the platform as well as a schematic view on Jasel and RF components are
given below.
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preview

Figure4: Proofof-concept and validation IMC modem board.
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5

Figure5: Schem#c view on basédand and RF components of the IMC proéfoncept and
validation platform.
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In addition to the modem functionality the-Bh [ 5ucmMc LINRP@PARS& fFGSad hat
LYdSaNI G§SR | dzRA2 O2 B @dable ppvikrfulistefed G qudity outpul tdf A
headsets as well as hanétee speakers without additional components.

¢tKS LINPOS&aaAy3d 2F (GKS HDkoD OSffdzZ NI LINP(G202F &
Microcontroller. The physical layer dfe cellular protocol stack and the voice processing is handled
by dedicated hardware accelerator subsystems.

The wide range of connectivity options include a V3.09 Dig RF interface, parallel as well-as high
ALISSR &aSNRLFf alLtLt AplitBiNEapab&MNIC/SD tardiinterfades to flekitlly Y dzf
connect to all sorts of PAN, LAN and broadcasting engines, , combined SPI/UART as well as 12C ports,

a direct USIM interface, also viait®&rK A LJ Fdzf £ &LISSR !'{.X YR LH{ Q& ¥:

Somefeatures:
1 General: DBB, ABB, PMU, stack
9 Technology: 65nm
1 Package: PGF2BGA, 8.5x8.5x1.0mm
M Pitch: 0.4mm
1T MCU: ARM11 416 MHz,
1 Modem GSM: GSM/CSBEPRS class 12, SAIC, TTY, EDGE,
1 Modem UMTS: WCDMA FDD, 384 kbps UL/DL PS WCDMA, 64 kbps UL/DL CS WCDMA,
1 ModemHSPA: 7.2 Mbps HSDPA cat. 8, 5.76 Mbps HSUPA cat. 6,
1 Integrated power management unit,
1 FR/HR/EFR, NB/\WBMR speech codecs,
1

Connectivity and interfaces: LPDDR1, PSRAM, SDRAM, NOR, NAND; 3xUSIF, 1xI2C, 2xI2S;
Debug I/F; Direct (U)SIM 1.8/3V; USB2.0 High&@ie Card I/F; IPC: SPI, USB, RF engine.

¢ KS { a-UBVRFABngine is an RF solution fortmmtl GSM / dand UMTS mobile phone
product. It includes a GMSKRBSK PA + Switch Module, 4 UMTS PA Modules, abguraldLNA
Module, a pentaband Filter Module and TCVCXO Module.

¢KS KSIFNI 27F G§KS wlUE, ®dhgRyinte§ratdd UM TSHEBGEseivew with all
necessary features to enable multimode, multiband telephone applications. It incorporates a fully
integrated dual mode receiver, multi baridX outputs, TCVCXO control, a measurement interface,
DigRF V3.09 compliant high speed data and control interface, a multimode timer unit and all
necessary front end signals for the complete RF Engine control. Overall this RoHS compliant IC
directly suppots RF engines with up to 4 GSM bands and typ. 3 UMTS (can be less or more
depending on engine setup) bands without additional discrete RF path switches.

Some features:
1 Package: 6x6x0.8 mm, 0.5 pitch,
1 GSM/EDGE Quad band transceiver,
1 HSPA Triple band traresger,
1 2G band support: 800,900,1800,1900,
1 3G band support: Bands<iw/o VII,

1 TRP /closed loop power control.
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9 Platform software

1 The software for the platform is divided into following groups

9 Cellular Protocol Stack (CPS) (3GPP dual mode release 6)
o] Drivers

Operating system

Connectivity Stacks

Data Protocols

Security framework

Universal Terminal APl CPS Adapter

10 Services

O O O o o o o

AT command interface

The overall Smartphone Architecture is illustrated below:

X-GOLD™616 [—|[Fesn] Fem
+
ARM 1176 @ 416 MHz 26
2G DSP / Audio —| SMARTI™UE PA
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Direct USIM | SIM Card | & |
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Figure6: Overall Smartphone Architecture.

The card is finally delivered as a{Epress Card as illustrated below:

Figure7: Modem Card as it will be used for preaifconcept work within OneFIT.
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In addition to the above mentied hardware, a set of sophisticated tracing tools is provided to
project partners. It allow to trace messages exchanged between the mobile devices and the base
stations and will allow for accessing to information such as SigraterferenceRatios, TX wput

power levels, RRC messages, etc.

3.2 Prototyping platform for the management of opportunistic
networks

The prototyping platform for the management of opportunistic networks comprises cognitive
management systems and control channels and aims at theiexif application provision through

the management of opportunistic networks in coordination with the infrastructure. It has been
developed as a Multi Agent System (MAS) based on JAVA and4)/ADH it consists of several
software and hardware components that can support the execution of a great variety of scenarios
and use cases and moreover they are facilitating the integration of new hardware or software
functionalities that are developed in the context of prototyping waitiés. The prototyping platform

is intrinsically flexible and extendable, since it is based on JAid8leware that enables the
integration, interaction and cooperation of all the entities that reside in it. The platform offers high
level interfaces witlvarious interconnection ways, enabling experimentation with different problem
handling practices, varied hardware and software configurations or even diverse architecture
designs.

Software includes agents that run on terminals and are able to communicatarenage devices

like the 3G modem provided by IMC, agents that are used to generate traffic and simulate network
conditions for demonstration and validation purposes, agents that are responsible for interfacing

with software or hardware components likee DSM provided by ALU or the Femtocells provided by
be¢!YdP 'y AYRAOIGAGDS aONBSyaKz2RigugsF (G KS LI I GF2NNVQ3

Figure8: Indicative screenshot of the prototyping glarm's GUI

Hardware includes the following network elements and devices that are also depictedure9
showing an indicative topology of the prototyping platfortnCISCO Catalyst 3750 Core switches, 5
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